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Topics:
• Finish Generative Models
• Bias, Fairness, Alignment
• Future of DL



Administrivia

• Projects!
• Due May 1rd (May 3th with grace period)
• Cannot extend due to grade deadlines!

• This is last week of OH

• Fill out CIOS!! http://b.gatech.edu/cios
• Feedback is important!
• Course is updated/tuned every time based on feedback



Denoising Diffusion Probabilistic 
Models (DDPMs)
And Conditional Diffusion Models



https://openai.com/dall-e-2/



The Denoising Diffusion Process

image from 
dataset

noise

…

The “denoising diffusion” process: 
generate an image from noise by 

denoising the gaussian noises

…

The “forward diffusion” process: 
add Gaussian noise each step

Ties/inspiration form Annealed 
Imporantce Sampling in physics



The Diffusion (Encoding) Process
…The known forward process

௧ ௧ିଵ ௧ ௧ ௧ିଵ ௧

ଵ:் ଴ ௧ ௧ିଵ

்

௧ୀଵ

Nice property: samples from an arbitrary forward step are also Gaussian-distributed!

௧ ଴ ௧ ௧ ଴ ௧

Gaussian reparameterization trick (recall from VAEs!):

௧ ௧ ଴ ௧

Probability Chain Rule (Markov Chain)

Conditional Gaussian



The Denoising (Decoding) Process
…The learned denoising process

ఏ ௧ିଵ ௧ ௧ିଵ ఏ ௧ ௤

High-level intuition: derive a ground truth denoising distribution ௧ିଵ ௧ ଴ and 
train a neural net ఏ ௧ିଵ ௧ to match the distribution.

The learning objective: ఏ ௄௅ ௧ିଵ ௧ ଴ ఏ ௧ିଵ ௧

௧ିଵ ௧ ଴ ௧ିଵ ௤ ௤What does it look like? 

ఏ ௄௅ ௧ିଵ ௧ ଴ ఏ ௧ିଵ ௧ ఏ ௤ ఏ ௧
2

Assuming identical variance ௤ , we have:

Simplified learning objective: 𝜽 𝜽 𝒕
2 Predict the one-step Predict the one-step 

noise that was added 
(and remove it)!



𝑝 𝑥 = ∫ 𝑝 𝑥 𝑧 𝑝(𝑧)𝑑𝑧 Intractable to estimate!

log 𝑝 𝑥 = Ε௤ log
𝑝 𝑥 𝑧 𝑝 𝑧

𝑞 𝑧 𝑥
+ 𝐷௄௅(𝑞(𝑧|𝑥)| 𝑝 𝑧 𝑥

≥ Ε௤ log
௣ 𝑥 𝑧 ௣ ௭

௤ 𝑧 𝑥
   Evidence Lower Bound (ELBO)

log 𝑝(𝑥଴) ≥ Ε௤ log
௣ 𝑥଴ 𝑥ଵ:் ௣(௫భ:೅)

௤ 𝑥ଵ:் 𝑥଴
   𝑥 = 𝑥଴, 𝑧 = 𝑥ଵ:்

… (derivation omitted, see Sohl-Dickstein et al., 2015 Appendix B)

Deep Unsupervised Learning using Nonequilibrium Thermodynamics, Sohl-Dickstein et al., 2015

= −Ε௤[𝐷௄௅ 𝑞 𝑥் 𝑥଴ 𝑝 𝑥் − ෍ 𝐷௄௅(𝑞(𝑥௧ିଵ|𝑥௧, 𝑥଴)||𝑝ఏ 𝑥௧ିଵ 𝑥௧ )
்

௧ୀଶ
+ log 𝑝ఏ(𝑥଴|𝑥ଵ)

Minimize the difference of distribution means (assuming identical variance)

argminఏ𝑤||𝜇௤ 𝑡 − 𝜇ఏ 𝑥௧, 𝑡 ||2

Variational
Inference

Simplify to 
KL

Reverse Process 
=> Normal

Bayes + 
Reparameterization

Remove (variance-
dependent) constant

௤
௧

௧
௧

௧



The Denoising (Decoding) Process
…The learned denoising process

ఏ ଴:் ் ఏ ௧ିଵ ௧

்

௧ୀଵ

ఏ ௧ିଵ ௧ ௧ିଵ ఏ ௧ ௤ Conditional Gaussian

We know how to learn Assume fixed / known variance

Probability Chain Rule (Markov Chain)

் ଴்ିଵ

𝑝ఏ(𝑥் 𝑥்ିଵ 𝑝ఏ(𝑥்ିଵ 𝑥்ିଶ … 𝑝ఏ(𝑥ଵ 𝑥଴

Generate new images!



The Denoising Diffusion Algorithm

The Denoising Diffusion Probabilistic Models, Ho et al., 2020

௧ ௧ ଴ ௧



Conditional Diffusion Models

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style

Simple idea: just condition the model on some text labels ! 
ఏ ௧



Slide by Soumyadip (Roni) Sengupta



Conditional Diffusion Models

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style

Simple idea: just condition the model on some text labels ! 
ఏ ௧

Problem: Very blurry generation



Classifier-guided Diffusion

Better idea: use the gradients from a image captioning model ఝ ௧ to 
guide the diffusion process!

ఏ ௧ ఏ ௧ ௧ ௫೟ ఝ ௧

Dhariwal & Nichol, 2021

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style



Slide by Soumyadip (Roni) Sengupta



Slide by Soumyadip (Roni) Sengupta



Slide by Soumyadip (Roni) Sengupta



Solution 1 (DALL-E 2): Use CLIP Model



Slide by Soumyadip (Roni) Sengupta



Classifier-free Guided Diffusion

Ho and Salimans, 2022

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style

Classifier-free Guided Diffusion: estimate the gradient of the classifier 
model with conditional diffusion models!

௫೟ ఝ ௧
௧

ఏ ௧ ఏ ௧



Slide by Soumyadip (Roni) Sengupta



Slide by Soumyadip (Roni) Sengupta



Slide by Soumyadip (Roni) Sengupta



Classifier-free Guided Diffusion

Ho and Salimans, 2022

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style

Classifier-free Guided Diffusion: estimate the gradient of the classifier 
model with conditional diffusion models!

௫೟ ఝ ௧
௧

ఏ ௧ ఏ ௧

ఏ ௧ ఏ ௧ ఏ ௧



Latent-space Diffusion

Esser and Rombach et al., 2021

Problem: Hard to learn diffusion process on high-resolution images

Solution: learn a low-dimensional latent space using a transformer-based 
autoencoder and do diffusion on the latent space!

The latent space autoencoder



“StableDiffusion”

Rombach and Blattmann et al., 2022



“StableDiffusion”

Rombach and Blattmann et al., 2022

Layout-Conditional Generation



“StableDiffusion”

Rombach and Blattmann et al., 2022

Segmentation-Conditional Generation



“StableDiffusion”

Rombach and Blattmann et al., 2022

Inpainting



https://dreamfusion3d.github.io/

Beyond Image Generation



https://ai.facebook.com/blog/generative-ai-text-to-video/

Beyond Image Generation



https://research.nvidia.com/labs/toronto-ai/VideoLDM/o-video/

Yesterday!



https://ai.facebook.com/blog/generative-ai-text-to-video/

Beyond Image Generation



Additional resources / tutorials
● Overview of the research landscape: What are Diffusion Models?

● More math! Understanding Diffusion Models: A Unified Perspective

● Tutorial with hands-on example: The Annotated Diffusion Model

● Nice introduction videos: 
○ What are Diffusion Models?

○ Diffusion Models | Math Explained

● CVPR Tutorial: Denoising Diffusion-based Generative Modeling: 
Foundations and Applications

● Score functions:
○ In general

○ For Diffusion models



Summary
● Denoising Diffusion model is a type of generative model that learns the 

process of “denoising” a known noise source (Gaussian).

● We can construct a learning problem by deriving the evidence lower 
bound (ELBO) of the denoising process.

● The learning objective is to minimize the KL divergence between the 
“ground truth” and the learned denoising distribution.

● A simplified learning objective is to estimate the noise of the forward 
diffusion process.

● The diffusion process can be guided to generate targeted samples.

● Can be applied to many different domains. Same underlying principle.

● Very hot topic! 



Bias & 
Fairness



ML and Fairness

• AI effects our lives in many ways
• Widespread algorithms with many small interactions

– e.g. search, recommendations, social media
• Specialized algorithms with fewer but higher-stakes 

interactions
– e.g. medicine, criminal justice, finance

• At this level of impact, algorithms can have unintended 
consequences

• Low classification error is not enough, need fairness

(C) Dhruv Batra & Zsolt Kira 37
Slide Credit: David Madras



(C) Dhruv Batra & Zsolt Kira 38



(C) Dhruv Batra & Zsolt Kira 39



ML and Fairness
• Fairness is morally and legally motivated
• Takes many forms
• Criminal justice: recidivism algorithms (COMPAS)

– Predicting if a defendant should receive bail
– Unbalanced false positive rates: more likely to wrongly deny a black 

person bail

(C) Dhruv Batra & Zsolt Kira 40
Slide Credit: David Madras



Definitions of Fairness – Group Fairness

• So we've built our classier . . . how do we know if we're being fair?
• One metric is demographic parity | requiring that the same percentage of A and B receive loans

– What if 80% of A is likely to repay, but only 60% of B is?
– Then demographic parity is too strong

• Could require equal false positive/negative rates
– When we make an error, the direction of that error is equally likely for both groups

• These are definitions of group fairness
• Treat different groups equally"

(C) Dhruv Batra & Zsolt Kira 41
Slide Credit: David Madras



Slide by Devon Wood-Thomas



Slide by Devon Wood-Thomas



Slide by Devon Wood-Thomas



Slide by Devon Wood-Thomas



Wrap-up



Some current/upcoming topics
• More recent

– Transformers for vision, audio, etc. 
– Fixing reinforcement learning
– Simulation frameworks, joint perception, planning, and action

• Navigation, mapping
• Use of large-scale multi-modal models (CLIP)

– Neural radiance fields (NeRF) 
– Uncertainty quantification, robustness
– Deep Learning and logic!
– Just scaling everything up and watch the magic!

• Especially multi-modal, multi-task problems 
– Bias, fairness

Research Directions



Transformers

• Transformers are 
extremely flexible

• Vision 
transformers, 
multi-modal 
transformers, etc.

Khan et al., Transformers in Vision: A Survey



Unified Transformer Models

• Unified models for 
all Modalities

Jaegle et al., Perceiver: General Perception with Iterative Attention



Multi-Modal Large-Scale Models

Radford et al., Learning Transferable Visual Models From Natural Language Supervision



Extracting Knowledge from Large-Scale Models

AlKhamissi et al., A Review on Language Models as Knowledge Bases
Khandelwal et al., Simple but Effective: CLIP Embeddings for Embodied AI



Retrieval

• Q: The frozen, pre-trained object detector may not 
encode all necessary info of X.

• A: Use CLIP to retrieve a set of text descriptions to 
provide complementary info.

• Q: Conditional relationship P(O|X) is not jointly optimized 
with the target VL task.

• A: Add a simple, trainable MLP between fo and fx to model 
the conditional probability of P(O|X) based on CLIP. 

Kuo & Kira, Beyond a Pre-Trained Object Detector: Cross-Modal Textual and Visual Context for Image Captioning, CVPR 2022



Architecture Search

Slides by Erik Wijmans



Concepts Facilitate Parsing New Sentences
Visual Representation

Obj 1
Feature

Extraction

Semantic
Parsing

Concept Embeddings
red

Filter Query
red shape

Q: What’s the shape of
the red object?

......

Object
Detection

Obj 2

2

1

Filter Same
red shape

Exist

What’s the shape of the red object?

Neuro-Symbolic Reasoning

Answer: Sphere ✓
Groundtruth: Sphere

Any other thing of the same shape as the red object?

Slide by Mao et al.

Neuro-Symbolic Concept Learning



Things to Watch out For
• Research is cyclical

– SVMs, boosting, probabilistic graphical models & Bayes Nets, Structural Learning, Sparse Coding, 
Deep Learning

– Deep learning is unique in its depth and breadth, but...
– Deep learning may be improved, reinvented, combined, overtaken

• Learn fundamentals for techniques across the field:
– Know the span of ML techniques and choose the ones that fit your problem!
– Be responsible in 1) how you use it, 2) promises you make and how you convey it

• Try to understand landscape of the field
– Look out for what is coming up next, not where we are

• Have fun!



It is exciting times!
• These types of booms happen only once or twice in a lifetime!

– Jump in and take advantage of it
– Industry/startups: 

• Scaling up, distilling down
• Feature engineer –> DL Engineer -> Prompt engineer

– Research:
• Factualness/preventing hallucinations, Safety, Distribution shift, Continual 

learning, decision-making/planning/reasoning/memory, distributed 
reasoning,  …

– Do it responsibly!


