. Analyzing Context and User Information in Online Sarcasm Detection
il Tech Members: Tusheet Sidharth Goli and Mohan Dodda

College of Computing, Georgia Institute of Technology

Introduction Methods

Georgia

BERT+CASCADE Results Discussion

Project Goal o Logistic Regression (Khodak), fine-tuned BERT model and BERT+CASCADE model || e BERT+CASCADE produces worse results with only response compared to BERT
e Identify sarcasm in conversations on response, parent comments, and parent+response variant. For parent response, BERT+CASCADE was better than BERT
e Analyze linguistic cues and user attributes that correlate to high sarcastic special characters, word/sentence length, and profanity and user P Model Resul
behaviour writing/personality style, subreddit eaure Model Results
e [rain feature based to determine which features most impact our results |
R User Personality/Sty | e - 50 7.0
MOtivation :;p M';”" M’;“" . '“j AL Suan€nd Span Sentiment | Profanity | Author Uer | ———— m— 000 ()
o Help distinguish between incorrect information and sarcasm Sl ekl | 0 ekl Sy £1 Spocel Bl PU s s e e p
. . . lanar | i | BRSPS BERT .. )| | 5 ntiment JE——— = 543
e Help people prevent sarcastic responses in their comments e s — — | : 2
. . . e e et | =1 jEit] et e L ] bjectivity .
o Sarcasm can give the feeling being left out . 68ENED.- 65 . CHEDE.- = ‘ Plot |
. ) o , . | ] XGBOOSt Ly Importance special_characters »
o Sarcastic responses not normally desired (negativity) e L count rofane,words mmi0L0
o Ereventlborderllnde cyPerglbUIly!rnI% h I d t b t t I . t Pre-training o Fine-Tuning 0 260 460 6(30 860
e (ain a deeper understanding of human psychology and contribute to linguistic . . e
analysis Proposed Architecture - BERT+CASCADE e We train a XGBoost model to predict sarcasm utilizing context, background, and
_ user related features
nput Text | Personaliy | Stylometic ® BERT+GASGADE Gonstruction | o We find most that the significant features are subreddit and sentimentality
Data - B o Original GASCADE (Hazarika) trained user e User history and writing style are major user related features
mEm embeddings utilizing user writing style and user
] . uitview . . -
SARC Reddit Dataset (TOKSRIZSE| | £ 00 coA personality interests Conclusion and Future Goals
. h - mr— — ) ) o We utilize BERT model instead of CNN Conclusion
ape comment author supre it score ups owns ate created_utc arent_comment User .
0|0 |NCandNH. | Trumpbart | politics 2 A | -1 Eioe 16 " | Zgument. At this BTRT Embfddi”g architecture e We showed BERT+CASCADE pmvides minimal improvement
23:55:23 point, I'd ...
T o Trotimre o - Syenere o learning from just response from BERT much higher than user contexts -
1o M Gesos a B T e Linear Layer . _— " user coﬁtexts ;ct as ml:ise ;
WesLtearns.. 00:24:10 wests 5 and 6 s... ¢ ' — - om
ey were ParagraphVector Npersanaity on |«—[Post v4 . " .
o R o ze e e ([ ReluDropout | . e || o Diplayvarous ser and contet eated features that infience sarcasm
ut since 6. 21:45:37 | I M " e User personality and Subreddit shows to have most influence in predicting
R : | Personality ONN || Post vy,
310 Lsgrl]teﬁ;??ze icebrotha BlackPeopleTwitter -8 oL = 3816_ $(8)16_1O_ Sqeyaéjjii RS | OUtPUt Llnear Layer Figure 1: The figure describes the process ofuserpro:lsijgef:j/dl::etric and personality embeddings are generated and then Sarcasm more than Standard conteXt related features
nr:ew york 21:03:47 fused in a multi-view setting using CCA to get the user embeddings. FUturB GOaIS
| could use 201612+ Yep can confirm| e T[rain regression models to generate longer dimension features for subjectivity
tools. p 2 i7e0ns usetrtn BERT+GASGADE Results word/sentence length, to better capture their features
_ - e Embed context and subreddit features into BERT+CASCADE to have it utilize
o Contains parent comment and response féar:ﬁ;ﬁ:pe aete o saee Accuracz Cl_:o'n:p:lrlsc?n A:FEES:T Moc:s:llj CASCADE [l CASCADE contextual information.
(which may or may not be sarcastic) —— — . T
average « : .
Ve ™ response size RBfoBﬂGBS
(words)
“Those statistics on Reddit 4 _ _ _ _ _ _
Parent Comment: | 416 tynically overstated” sverrpgeent | 2421 2456 | 1] Hazarika, D., Poria, S., Gorantla, S., Cambria, E., Zimmermann, R., and Mihalcea,
\ 32 Pe—— - R. 2018. CASCADE: Contextual sarcasm detection in online discussion forums. In
; ’ ' 0.4 Proceedings of the 27th International Conference on GComputational Linguistics,
mean downvotes | -0.13 -0.17 T . . _
nages 1837— 1848. Association for Computational Linguistics.
a N\ mean score 6.40 737 55
Response: “Got a source on that?” Susiesalt | S0SSER 905403 [2] Khodak, M., Saunshi, N., Vodrahalli, K. A large self-annotated corpus for
p Documents ] ) o ]
9 e : " 0o sarcasm. In Proceedings of the Linguistic Resource and Evaluation Conference
Only Response Parent+Response (LREC), 20‘]8




