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« We identify implicit hate and explicit hate present in the . 0 - . - ) S millionF Z
benchmark binary ETHOS dataset [2] Our Model 2% 0.71 Only 5% (18) of Hate posts were misclassified as Not Fig 4. Word Cloud for r/europe

Hate and 9% (62) of Not-Hate posts got misclassified

 We differentiate between 1mplicit and explicit hate as Explicit Hate
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speech on these platforms around major global events like
the ‘US Presidential Elections’, ‘Soccer's Champions
League’ finals and the ongoing ‘Ukraine-Russia conflict.’
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binary data taken from ETHOS |2] _ » Manual Inspection of the Implicit Hate Posts pending
» 70.3% accuracy compared to the ground truth labels in [2] 3 -
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